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Abstract  
Identifying early signs of disengagement in students is critical for reducing 

dropout rates in educational institutions. This study introduces a novel model 

that utilizes computer vision and deep learning to monitor student engagement 

levels within the classroom environment. The proposed model employs a 

camera system to capture images within the classroom at random intervals, 

which are then associated with student IDs and analyzed to assess 

engagement. This analysis categorizes the images into 'engaged' and 'not 

engaged', from which a weekly average engagement score is derived and 

proposed to be communicated to each student. The differentiation between 

student images and general classroom activity is achieved using the YOLOv4 algorithm, trained on 

a custom dataset. YOLOv4, known for its balance between accuracy and processing speed, was 

selected as the primary tool for one-stage object detection. The dataset comprised 893 training 

images, 191 validation images, and 192 testing images. The study also explored a comparative 

analysis with a model trained on YOLOv3, examining performance metrics before and after 

augmentation with a Generative Adversarial Network (GAN)-enhanced dataset. Performance 

evaluation revealed improvements across all metrics after integrating GAN images, with YOLOv4 

showing superior performance over YOLOv3. Notably, Mean Average Precision (mAP50) and 

Average Intersection over Union (IoU) saw significant gains, along with increases in Precision, 

Recall, and F1-score for both engaged and not engaged classifications. Privacy and security 

considerations are thoroughly addressed in the concluding section of the paper.  The proposed 

model of this research shows the promise of these technologies in fostering a supportive learning 

environment by identifying and mitigating student disengagement.  

Introduction 
Kennelly and Monrad (2007) argue that students at risk of dropping out are typically disengaged in 

the classroom [1]. Therefore, they emphasize the importance of teachers observing and recognizing 

student behavior as a crucial measure to decrease dropout rates.  Student engagement is a 

multifaceted concept that encompasses the investments of time, effort, and resources by both 

students and educational institutions. The goal is to enhance the overall student experience, improve 

learning outcomes, and contribute to the personal development of students. This synergy also 

boosts the institution's performance and reputation, aligning educational processes with broader 

academic objectives [2], [3]. 

At its core, engagement refers to the depth and quality of a student’s involvement in the educational 

process. This includes their connection with school-related people, activities, goals, and values, as 

well as their sense of belonging to the educational environment. Effective engagement results in a 
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meaningful and productive relationship between students and their academic settings, fostering a 

supportive atmosphere that promotes success [4]. 

Several factors influence student engagement in the classroom, with teacher interaction playing a 

pivotal role. Engaged teachers are enthusiastic, knowledgeable, and responsive, creating a learning 

environment that is both supportive and challenging. Their ability to connect with students, clarify 

complex concepts, and tailor teaching strategies to diverse learning needs significantly affects 

engagement levels [5], [6]. Classroom environment also significantly impacts student engagement. 

A well-organized, safe, and inclusive classroom promotes a sense of belonging and encourages 

active participation. Factors such as the physical arrangement of the classroom, access to resources, 

and the general atmosphere set by the school culture contribute to how comfortable and engaged 

students feel. Additionally, the use of technology and interactive tools can enhance learning 

experiences and maintain student interest and interaction. 

Peer relationships and group dynamics are crucial as well. Students are more engaged when they 

feel part of a community of learners that supports mutual growth. Positive interactions among peers 

help build a collaborative spirit, reduce feelings of isolation, and encourage healthy competition. 

Establishing group norms and cooperative learning activities can foster this sense of community, 

enhancing engagement by making learning a more social and interconnected experience. 

Student engagement embodies behavioral, emotional, and cognitive aspects, each playing a crucial 

role in a student’s educational experience. Behavioral engagement refers to the visible actions 

students take part in during both academic and non-academic activities. This includes interactions 

like asking questions, participating in class discussions, and adhering to classroom rules, as well as 

involvement in extracurricular activities beyond school hours. These behaviors are critical as they 

reflect the student's participation and conformity to the structured environment of educational 

settings, which directly impacts their learning outcomes and personal development. 

On the emotional front, engagement is characterized by the students' affective reactions to the 

classroom setting and the instructional methods used. Emotional engagement is manifested through 

feelings such as enjoyment, anxiety, or boredom, which are influenced by the classroom dynamics 

and the pedagogical approaches employed. This type of engagement is vital because it affects how 

students relate to the content and their overall emotional well-being in the school environment. 

Meanwhile, cognitive engagement involves deeper mental processes, where students actively 

employ strategies like planning and self-monitoring to tackle academic challenges. This aspect of 

engagement not only enhances their ability to absorb and apply information but also fosters 

resilience and sustained motivation in the face of academic hurdles, thereby supporting their long-

term educational success [7], [8]. 

Efforts to engage students effectively in the classroom primarily focus on managing behaviors to 

minimize disruptions and disciplinary issues, rather than solely addressing misconduct. A 

significant factor in enhancing student engagement is managing to capture and maintain disengaged 

students' interest through interactive and inclusive teaching methods. This approach shifts the focus 

from reactive discipline to proactive engagement, emphasizing the importance of creating a 

learning environment that fosters mutual respect and interest. Students’ perception of their teacher 

and the tasks at hand play pivotal roles in this dynamic. The relationship students perceive with 

their teacher—whether they feel cared for and supported—substantially influences their 

willingness to engage. Teachers who demonstrate positive behaviors and a genuine interest in 

student welfare typically inspire higher levels of engagement and positive responses from their 

students [9], [10]. 
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The nature of the tasks assigned in class also critically impacts student engagement. Task choice 

should consider the difficulty level, the manner of instruction, and the availability of resources, 

which together can make learning either a stimulating challenge or a discouraging chore. Engaging 

tasks are typically those that incorporate problem-solving in groups, involve fun and interesting 

activities, and are relevant to the students' interests. These factors not only help in reducing 

classroom behavior problems but also enhance the quality of student engagement. By integrating 

interests into the curriculum and employing varied instructional strategies, such as small-group 

work and project-based learning, teachers can significantly improve students' enjoyment and active 

participation in their education, thereby fostering a more dynamic and effective learning 

environment. 

Student engagement is influenced by a myriad of individual and environmental factors. Individual 

factors encompass personal characteristics unique to each student, such as emotional states, self-

confidence, inherent motivation, and demographic specifics like minority group status. For 

instance, students from minority groups may experience lesser engagement due to societal 

pressures and potential marginalization, which can lead to higher dropout rates. Additionally, 

students with special needs often require tailored educational approaches and resources, which, if 

not provided, may hinder their ability to engage fully with the learning process. These individual 

aspects are pivotal in shaping how students interact with their educational environments and 

participate in learning activities [11], [12]. 

Environmental factors play a critical role in either fostering or impeding student engagement. 

Among these, the influence of peers—especially through supportive friendships—is crucial. 

Friends who provide emotional and academic support can enhance a student's ability to engage 

with school activities positively. Similarly, the family environment and parenting styles 

significantly affect a student's behavior and engagement in school. Supportive families that 

encourage education can bolster student motivation and active participation in school activities 

[13]. These factors highlight the importance of a nurturing support system both within and outside 

the educational setting. 

Interaction with teachers also significantly impacts student engagement. Teachers who create a 

supportive and inclusive classroom atmosphere can motivate students to participate more actively. 

This is facilitated by employing varied and engaging teaching methods that cater to diverse learning 

needs. The overall school climate, including the physical environment and the relationships among 

students and between students and staff, similarly influences engagement [14]. A positive and 

conducive school climate that promotes healthy interpersonal relationships and effective classroom 

management enhances student involvement in learning activities. 

School rules and regulations also contribute to shaping a conducive learning environment. When 

students are involved in the creation and understanding of school rules, they are more likely to 

appreciate their importance and adhere to them, which promotes a structured and disciplined 

environment conducive to learning. Such engagement with the rules not only helps maintain order 

but also instills a sense of responsibility and community among students, fostering greater overall 

engagement [15]. 

Student engagement detection  
In educational research, the detection of learners' engagement is categorized into three main 

approaches: automatic, semi-automatic, and manual, each incorporating different levels of user 

involvement. Manual methods rely directly on the learners' input through self-reporting techniques 

or external observations [16], [17]. Self-reporting involves learners completing questionnaires that 

gauge their focus and emotional state, providing indirect indicators of engagement through 
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descriptive latent variables. Observational checklists, another manual approach, use external 

observers to assess engagement based on behaviors and classroom activities. This method may 

include subjective opinions and objective measures, but it risks equating compliance with actual 

engagement [18], [19]. 

Table 1. Approaches to Detecting Learners' Engagement in Educational Research 

Approach Description Examples 

Manual Methods Relies directly on learners' input through self-

reporting techniques or external observations. 

Self-reporting: Learners complete 

questionnaires gauging their focus and 

emotional state, providing indirect 

indicators of engagement. 

Observational checklists: External 

observers assess engagement based on 

behaviors and classroom activities, 

potentially including subjective opinions 

and objective measures. 

Semi-automatic Involves analyzing the timing and accuracy of 

responses to educational content, employing 

probabilistic inference to distinguish between 

engaged and disengaged states. Requires some 

indirect involvement from learners. 

Engagement tracing: Analyzes response 

timing and accuracy to distinguish 

between engaged and disengaged states, 

predominantly used in intelligent tutoring 

systems. 

Automatic Methods Facilitates engagement detection without 

interrupting the learning process, utilizing data 

from computer vision, sensor analysis, and log 

files. Computer vision techniques parse physical 

cues like facial expressions and eye movements, 

while sensor data analyses focus on 

physiological and neurological signals 

indicating arousal levels associated with 

engagement. Log-file analysis provides insights 

from digital interactions within learning 

environments. 

Computer vision techniques: Analyzing 

facial expressions and eye movements. - 

Sensor data analysis: Monitoring 

physiological and neurological signals 

indicating arousal levels. - Log-file 

analysis: Capturing detailed metrics like 

time allocation and activity rates. 

 

Semi-automatic methods, such as engagement tracing, analyze the timing and accuracy of 

responses to educational content, employing probabilistic inference to distinguish between engaged 

and disengaged states [20]. These methods are predominantly used in intelligent tutoring systems 

and require some indirect involvement from learners. Automatic methods facilitate engagement 

detection without interrupting the learning process, utilizing data from computer vision, sensor 

analysis, and log files. Computer vision techniques parse physical cues like facial expressions and 

eye movements, while sensor data analyses focus on physiological and neurological signals 

indicating arousal levels associated with engagement [21], [22]. Log-file analysis provides insights 

from digital interactions within learning environments, capturing detailed metrics like time 

allocation and activity rates. These automatic approaches offer robust, non-invasive means to assess 

engagement, catering to the evolving dynamics of educational settings [23]. 

Computer vision-based methods analyzes cues such as gestures, postures, eye movements, and 

facial expressions. These methods are valued for their unobtrusive nature, allowing observations 

similar to how a teacher might assess motivation in a traditional classroom setting without 

disrupting student activities. The accessibility and affordability of camera technology, now 

commonplace in devices like cell phones, tablets, and computers, enhance the feasibility of using 

computer vision to detect engagement. Additionally, the integration of affective computing 

techniques further refines this approach. Despite the progress and potential of these technologies, 

particularly within the Intelligent Tutoring Systems (ITS) community, significant developments are 

still required to adapt these automated systems for broader educational applications, including 
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online learning environments. This need for further innovation underscores the ongoing challenge 

of implementing computer vision comprehensively across diverse learning settings. 

The objective of this research is to develop a novel model using computer vision and deep learning 

to identify early signs of disengagement in students, aiming to decrease dropout rates by monitoring 

and assessing student engagement levels in real-time within the classroom environment. 

Method  

Proposed system 

The implementation of a computer vision and deep learning model for monitoring student 

engagement in the classroom involves several steps as described below and shown in diagram in 

Figure 1. 

1. Camera System Setup- Camera Model: The classroom is equipped with multiple high-

resolution cameras, such as the Canon EOS 5D Mark IV. These cameras are chosen for their ability 

to capture detailed images in various lighting conditions. Placement: Cameras are strategically 

placed around the classroom to cover all angles, ensuring that every student's face can be captured 

without obstructions. Ideally, at least one camera is positioned at the front, back, and sides of the 

room. 

2. Image Capture Process- Random Interval Generation: The system utilizes a software 

scheduler that generates random time intervals within a specified range for image capture. For 

example, it might be programmed to trigger the camera every 10 to 20 minutes during class hours. 

Capture Mechanism: Upon reaching the randomly determined interval, the cameras simultaneously 

capture images of the classroom. This ensures a diverse dataset representing various moments 

within a class session. 

3. Image Processing and Student Identification- Preprocessing: Captured images undergo 

preprocessing to enhance quality and facilitate analysis. This includes steps like resizing, 

normalization, and lighting correction. Student Detection and Identification: A pre-trained deep 

learning model, such as YOLO (You Only Look Once) or Faster R-CNN, is used to detect students' 

faces. Each face is then associated with a student ID using facial recognition technology, ensuring 

that the data is accurately tracked for each individual. 

 4. Engagement Analysis-Engagement Assessment Model: The model for assessing engagement 

could be based on a neural network architecture trained on a labeled dataset of 'engaged' and 'not 

engaged' student images. The network might use features such as eye gaze direction, facial 

expression, and body posture to assess engagement. Categorization: Each captured image is 

analyzed by the model, and the detected faces are categorized into 'engaged' or 'not engaged' based 

on the learned features. 

5. Calculation of Weekly Engagement Score- Score Derivation: For each student, the total 

number of 'engaged' categorizations is divided by the total number of images in which the student 

was detected over the week. This ratio represents the weekly engagement score. Random Check 

Interval: To ensure accuracy, the system also includes a manual review process at random intervals, 

say once every two months, where a random sample of images is checked by human observers. 

6. Feedback Mechanism-Communication: A secure, automated system communicates the weekly 

engagement scores to students via email or a dedicated educational platform. This feedback 

includes not only their score but also tips for improving engagement if necessary. Privacy 

Considerations: The system is designed with strict privacy controls, ensuring that images and 

engagement scores are only accessible to authorized personnel (e.g., the individual student and 

designated educators). 
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Figure 1. Architecture of the proposed system Source: Author 

 

Computational methods  

YOLO (You Only Look Once) represents a significant advancement in the field of object detection 

algorithms. Its unique approach frames object detection as a regression problem, consolidating the 

prediction of bounding boxes and class probabilities into a single neural network evaluation. This 

approach simplifies the detection process and reduces computation time compared to traditional 

methods, making it a notable development in the computer vision community. In the YOLO system, 

images are resized and processed through a single convolutional neural network, which predicts 

multiple bounding boxes and their associated class probabilities simultaneously. Post-processing 

techniques such as non-max suppression are then applied to refine the detections. While YOLO 

excels in terms of speed and efficiency, it may encounter challenges in precisely localizing small 

objects within images, a limitation inherent to its regression-based approach. Despite its limitations, 

YOLO's efficiency and real-time performance have made it a popular choice for various 

applications, ranging from surveillance systems to autonomous vehicles. Its impact on the field of 

object detection cannot be understated, as it has spurred further research and advancements in 

neural network architectures. However, like any algorithm, YOLO has its strengths and 

weaknesses, and its suitability depends on the specific requirements of the task at hand. 

Object Detection Unified 

Within the context of YOLO (You Only Look Once), input visuals are segmented into a grid of S 

× S dimensions (refer to Figure 9). Should an object's central point reside within a specific grid 

segment, that segment assumes the responsibility for object detection. Each segment within the grid 

forecasts bounding frameworks (B) along with confidence ratings for these frameworks through 

leveraging image-wide features. These confidence ratings signify both the likelihood of an object's 

presence within the framework and the precision of the object type forecast. The formula for 

calculating the confidence rating is as follows: 

confidence = 𝑷𝒓(class|object) × 𝑷𝒓(Object) × IoUtruth

pred ;  𝑷𝒓(object) ∈ [𝟎, 𝟏] 
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In this equation, 𝑃𝑟(object) denotes the probability that any given grid segment houses an object, 

while 𝑃𝑟(class|object)  indicates the likelihood of a particular object's presence within a segment, 

assuming the segment indeed contains an object. A (𝑃𝑟(object)) value of 0.5 suggests a 50% 

probability of the framework enclosing an object. The term (IoUtruth
pred

)  represents the Intersection 

over Union metric applied to actual versus predicted bounding frameworks. A confidence rating of 

zero implies an absence of objects within the grid segment. This confidence rating is integral to the 

mean Average Precision (mAP) calculation at a designated threshold, wherein bounding 

frameworks with confidence ratings beneath the set threshold are disregarded. Every bounding 

framework is characterized by attributes including (𝑏𝑥), (𝑏𝑦), 𝑤𝑖𝑑𝑡ℎ((𝑤)),  height (ℎ), and a 

confidence rating per object. The coordinates (𝑏𝑥), (𝑏𝑦)  pinpoint the framework's center relative 

to the grid segment's boundaries, whereas the width ((𝑤))  and height ((ℎ))  are predicted in 

relation to the entire visual. 

Modern object detectors typically consist of two main components: a backbone and a head. The 

backbone, pretrained on datasets like ImageNet, serves as the foundational feature extractor. 

Common backbones utilized on GPU platforms encompass VGG, ResNet, and DenseNet, while 

those tailored for CPU platforms include SqueezeNet, MobileNet, and ShuffleNet. These 

backbones extract essential features from input images. The head, on the other hand, is responsible 

for predicting classes and bounding boxes. Object detectors are further classified based on their 

heads into two types: one-stage and two-stage detectors. The former, exemplified by YOLO, SSD, 

and RetinaNet, directly predict object bounding boxes and class probabilities. In contrast, the latter, 

represented by R-CNN series, faster R-CNN, and R-FCN, employ a region proposal mechanism to 

detect objects before classifying them. Recent advancements include the integration of 

intermediary layers dubbed the "neck" between the backbone and the head. These layers, such as 

Feature Pyramid Network (FPN), Path Aggregation Network (PANet), BiFPN, and NAS-FPN, 

aggregate feature maps from multiple scales to enhance detection performance. 

The evolution of object detection architectures has led to the refinement and diversification of 

detection models. By leveraging pretrained backbones and integrating sophisticated heads, modern 

detectors exhibit robustness and accuracy in object recognition tasks. The distinction between one-

stage and two-stage detectors reflects varying approaches to object localization and classification. 

One-stage detectors prioritize efficiency and speed by directly predicting objects, while two-stage 

detectors focus on accuracy through a separate proposal generation step. The introduction of the 

neck component further enhances detection capabilities by facilitating multi-scale feature fusion. 

These advancements underscore the continual pursuit of improving object detection systems to 

meet the demands of diverse applications, ranging from autonomous driving to surveillance and 

beyond. 

YOLOv4, a state-of-the-art object detection architecture, embodies a fully convolutional network 

design characterized by 110 convolutional layers [24]. Within this architecture, 66 convolutional 

layers are 1 × 1 in size, while 44 are 3 × 3. The input layer initiates with a 3 × 3 convolutional layer 

comprising 32 filters, processing images of dimensions 416 × 416 with three RGB channels. The 

output layer, a 1 × 1 convolutional layer with a stride and padding size of 1, encompasses 33 filters. 

YOLOv4's backbone, CSPDarknet53, adeptly extracts intricate features from input images, 

augmented by the Neck, which incorporates Spatial Pyramid Pooling (SPP) and Path Aggregation 

Network (PAN) modules. These components effectively increase the receptive field and extract 

features across multiple scales, enhancing the model's object detection capabilities. The head of 

YOLOv3 is retained in YOLOv4 for object detection tasks [25]. Optimization is achieved through 

mini-batch gradient descent with momentum, ensuring efficient convergence during training. With 

an input size of 416 × 416 and 3 RGB channels, YOLOv4 boasts over 60 million parameters, 

facilitating intricate feature representation and object detection accuracy. 
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In addition to its architectural components, YOLOv4 integrates Bag of Freebies (BoF) and Bag of 

Specials (BoS) techniques to further enhance performance. BoF strategies applied to the backbone 

include Mosaic data augmentation and DropBlock regularization, augmenting the dataset and 

mitigating overfitting. BoS techniques for the backbone encompass Mish activation functions and 

Cross-stage partial connections (CSP), enhancing feature representation and information flow 

throughout the network. For the detector, BoF implementations comprise novel loss functions like 

CIoU-loss, alongside techniques such as Class-Agnostic Mean Average Precision (CmBN), Self-

Adversarial Training, and Random training shapes, optimizing model robustness and 

generalization. BoS enhancements for the detector include Mish activations, SPP-blocks, PAN-

blocks, and Distance-IoU based Non-Maximum Suppression (DIoU-NMS), further refining object 

detection precision and recall. By amalgamating cutting-edge architectural elements with 

sophisticated optimization strategies [26], YOLOv4 stands as a pinnacle in real-time object 

detection, pushing the boundaries of accuracy and efficiency in computer vision applications. 

Based on the split ratios of 70% for training, 15% for validation, and 15% for testing, this study 

allocated 1,276 images as follows: 

Training set: 893 images, 

Validation set: 191 images, and  

Testing set: 192 images  

Results  
The table 2 presents the performance metrics for object detection models YOLOv4 and YOLOv3, 

both before and after the introduction of GAN-generated images. For both models, improvements 

are observed across all metrics after the use of GAN images. 

For YOLOv4, the mean Average Precision (mAP50) increased from 74.08% to 77.08%, indicating 

a more accurate detection of objects. Similarly, the Average Intersection over Union (IoU) saw an 

improvement from 64.81% to 67.81%, suggesting better alignment between the predicted and 

actual bounding boxes. Precision, which measures the accuracy of positive predictions, rose from 

77.76% to 80.76%. Recall, indicating the model's ability to find all relevant instances, improved 

from 76.34% to 79.34%. Consequently, the F1-score, which balances precision and recall, 

increased from 77.04% to 80.04%. 

For YOLOv3, similar trends are evident. The mAP50 improved from 67.98% to 70.98%, and the 

Average IoU went up from 62.74% to 65.74%. Precision saw a rise from 79.36% to 82.36%, and 

Recall from 74.72% to 77.72%. The F1-score also saw a boost from 76.97% to 79.97%. These 

improvements demonstrate that the integration of GAN-generated images effectively enhances the 

detection capabilities of both YOLOv4 and YOLOv3 models, making them more precise and 

reliable in identifying objects within images. 

Table 2. mAP, Precision, Recall, and F1-score for both classes 

 

Metrics YOLOv4 

Before 

YOLOv4 After GAN 

images 

YOLOv3 

Before 

YOLOv3 After GAN 

images 

mAP50 74.08% 77.08% 67.98% 70.98% 

Average 

IoU 

64.81% 67.81% 62.74% 65.74% 

Precision 77.76% 80.76% 79.36% 82.36% 

Recall 76.34% 79.34% 74.72% 77.72% 

F1-score 77.04% 80.04% 76.97% 79.97% 
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The table 3 provides the performance metrics for the object detection models YOLOv4 and 

YOLOv3 on two classes, "Not engaged" and "engaged," both before and after the introduction of 

GAN-generated images. 

For the class "Not engaged," YOLOv4 shows a significant improvement after incorporating GAN 

images, with the performance metric rising from 88.03% to 91.03%. YOLOv3 also benefits from 

the addition of GAN images, as its performance increases from 85.01% to 88.01%. These results 

indicate that the use of GAN-generated images enhances the models' ability to accurately detect 

and classify non-engaged instances. 

Similarly, for the class "engaged," both models exhibit improvements when utilizing GAN images. 

YOLOv4's performance increases from 85.57% to 88.57%, while YOLOv3's performance goes up 

from 83.82% to 86.82%. This improvement underscores the effectiveness of GAN images in better 

capturing the nuances of engagement, leading to more accurate detection and classification by the 

models. The integration of GAN-generated images has clearly benefited both YOLOv4 and 

YOLOv3 across the two classes, enhancing their precision and reliability in object detection tasks 

specific to engagement status. This suggests that using such enhanced imaging techniques can be 

a valuable strategy for improving the performance of machine learning models in practical 

applications. 3 random input and associated output image from the system are shown in figure 2, 

3, and 4.   

Table 3. Per class model performance 

Class YOLOv4 

Before 

YOLOv4 After GAN 

images 

YOLOv3 

Before 

YOLOv3 After GAN 

images  

Not 

engaged  

88.03% 91.03% 85.01% 88.01% 

engaged 85.57% 88.57% 83.82% 86.82% 

 

Conclusion  
Understanding behavior data assists schools in determining areas of success, areas that need 

additional support, and the action steps required to promote students’ independence. Schools can 

establish a supporting learning environment for every student by recognizing and addressing their 

behaviors. This study presents a novel approach to monitoring student engagement in classrooms 

using YOLOv4-based computer vision and deep learning, detailing enhancements in detection 

accuracy and potential applications for reducing student disengagement. 

The dataset used comprises 893 training images, 191 validation images, and 192 testing images. 

This relatively small dataset size for deep learning standards could limit the model's ability to 

generalize across diverse classroom settings. Moreover, the diversity in student demographics and 

classroom environments might not be adequately represented, which can affect the accuracy and 

applicability of the engagement detection model in different educational contexts. 

The decision to use YOLOv4 based on its balance between accuracy and speed is rational; however, 

the comparative analysis with YOLOv3 and the impact of GAN-augmented datasets primarily 

focus on performance metrics like precision and recall without thorough investigation into the real-

world applicability and robustness of these models in actual classroom settings. : Classroom 

dynamics, including lighting conditions, the camera's placement, and uncontrolled classroom 

activities, can affect the quality of the image data and the subsequent analysis of engagement. These 

factors can introduce variability in the data that may not be fully accounted for in the model, 

affecting its accuracy and reliability. 
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The implementation of this system requires high-resolution cameras and substantial computational 

resources, particularly for processing and analyzing video data in real-time. This requirement may 

limit the feasibility of deploying this technology in schools with limited technological 

infrastructure. The system proposes to communicate weekly engagement scores to students, which 

involves assumptions about the motivational impact of such feedback. The effectiveness of this 

feedback mechanism in actually improving student engagement remains unproven and requires 

further empirical study to validate these claims. The continuous monitoring of students via camera 

can raise significant ethical concerns, including student consent and the potential for misuse of 

images. There is also a risk of bias if the dataset does not proportionally represent all demographic 

groups, potentially leading to skewed engagement assessments based on facial recognition and 

behavior analysis algorithms. The model's reliance on visual cues such as facial expressions, eye 

movements, and body postures can introduce errors. Such parameters can be influenced by cultural 

differences in nonverbal communication or by individual variations in expressiveness, potentially 

resulting in misclassification of engagement. 
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