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Abstract 
Keystroke dynamics, the analysis of typing patterns, has gained considerable attention as 

a biometric authentication method due to its potential for non-intrusive and continuous user 

identification. In this research, we investigate the effectiveness of different feature 

extraction techniques and machine learning models in analyzing keystroke data for user 

authentication. The dataset used in this study consists of 50 users' attempts to enter the 11-

character string 'Restaurant' seven times, with recorded timestamps for each key press and 

release corresponding to the initial key press. To explore the potential of keystroke 

dynamics for user authentication, we first extract a range of features from the dataset. These 

features include raw features such as key-press time and key-release time, as well as 

derived features such as durations, latencies, digraphs, and second-order statistical 

measures. We then evaluate the performance of three popular machine learning models: 

Decision Tree, Random Forest, and XGBoost, using these features. Our results indicate 

that the inclusion of first and second-order features significantly enhances the performance 

of the machine learning models compared to raw features alone. The Random Forest and 

XGBoost models demonstrate superior performance across all feature combinations, 

achieving high R-squared values and low root mean square error (RMSE) values. This 

highlights the importance of capturing both local and higher-level patterns in keystroke 

data for accurate user authentication. 

Keywords: Authentication, Biometric, Feature extraction, Keystroke 
dynamics, Machine learning, User identification, User authentication 

Introduction  
Behavioral biometrics refer to a collection of distinctive innate behaviors exhibited by 

individuals, which can be utilized as a means of user identification [1]. One prominent 

example of behavioral biometrics is keystroke dynamics, which involves analyzing the 

typing patterns of an individual. Keystroke dynamics take into account various factors such 

as the duration of key presses, the time intervals between keystrokes, and the pressure 

applied while typing [2]. By capturing and analyzing these unique patterns, keystroke 

dynamics can serve as an effective method for user authentication and verification [3], [4]. 

Apart from keystroke dynamics, there exists a wide array of behavioral biometrics that can 

be employed to identify users. Some of these biometric measures involve physical actions, 

such as the gait or stride of an individual. Gait analysis involves studying the manner in 

which a person walks, including factors like stride length, pace, and posture. Similarly, lip 

movement analysis focuses on the unique patterns of lip motion exhibited by individuals 
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while speaking [5]. These physical behavioral biometrics can be utilized to enhance 

security systems by providing an additional layer of user authentication. 

In addition to physical actions, technological-based behavioral biometrics can also be 

leveraged for user identification. Graphical User Interface (GUI) interaction is one such 

example, which involves analyzing how individuals interact with various elements of a 

graphical user interface, such as buttons, sliders, and menus. By examining the patterns 

and preferences in GUI interaction, it becomes possible to differentiate between different 

users. Another example is game strategy analysis, which entails studying the individual 

approaches and decision-making patterns exhibited by users in gaming environments. By 

understanding the unique strategies employed by players, game strategy analysis can aid 

in user identification and fraud detection [6]. 

Keystroke dynamics, as a form of behavioral biometric, focus on capturing and analyzing 

the unique typing patterns exhibited by individuals [7]. The origins of keystroke dynamics 

can be traced back to the 1800s, where Morse Code operators could be distinguished from 

one another based on their distinct use of the device. This early recognition of individual 

typing patterns laid the foundation for the development of keystroke dynamics as a reliable 

method of identification and authentication. 

One of the notable advantages of keystroke dynamics is its inherent reliability. Unlike 

traditional authentication methods such as passwords or PINs, which can be forgotten or 

compromised, keystroke dynamics are based on inherent behaviors that are learned slowly 

over time through repetition and consistency [8]. These characteristics make keystroke 

dynamics highly desirable for identification and authentication purposes, as they offer a 

level of reliability that is not easily replicated. 

When capturing keystroke data, there are three key metrics that are typically recorded. 

Firstly, the keycode refers to the specific key that is pressed by the user. This information 

is essential for understanding the individual's typing behavior and the unique patterns 

associated with each key. Secondly, the timestamp of keypress records the precise moment 

when a key is initially pressed down by the user. This temporal data provides insights into 

the timing aspects of the typing pattern. Lastly, the timestamp of key release captures the 

moment when the user releases the pressed key [9]. This metric helps to determine the 

duration of each keystroke and the timing intervals between consecutive keystrokes. 

By recording and analyzing these key metrics, keystroke dynamics can serve as a robust 

biometric modality for user identification and authentication. The unique typing patterns 

and timing characteristics of individuals can be effectively used to distinguish one user 

from another, enhancing security systems and providing reliable means of access control. 

As technology advances, keystroke dynamics are likely to continue evolving, becoming 

even more accurate and widespread in various applications that require secure and reliable 

user identification. 

The capture phase plays a crucial role in the overall biometric authentication process, as it 

involves collecting data from individuals to build their unique biometric models. The 

capture process occurs at two significant stages: enrollment and verification. 

During the enrollment phase, multiple samples of the user's biometric data are collected in 

order to construct their individual model. The exact procedure for enrollment can vary 
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depending on the type of keystroke dynamics system being used. For instance, some 

systems may require users to type a fixed string multiple times, while others may monitor 

the user's computer usage to capture a comprehensive dataset. Additionally, the quantity 

of data required for enrollment can vary significantly across different studies and 

implementations. Some studies may require a large amount of data to establish a robust 

biometric model, while others may achieve satisfactory results with a smaller dataset. 

In the verification phase, a single sample is collected from the user for comparison with 

their pre-established biometric model. From this sample, various features are extracted to 

create a representation of the user's unique typing pattern. These features may include 

metrics such as key press duration, key release timing, and pressure applied while typing. 

Once the features are extracted, they are compared to the stored biometric model of the 

claimant [10]. The comparison process involves measuring the similarity between the 

extracted features and the stored model, usually through mathematical algorithms or 

statistical techniques. Based on this comparison, a decision is made regarding the 

authenticity of the user's identity. 

Effective capture during both enrollment and verification phases is crucial for the accuracy 

and reliability of biometric authentication systems. In the enrollment phase, capturing a 

diverse range of user samples ensures that the biometric model accurately represents the 

individual's unique typing pattern [11]. Adequate sample size and variation in the data 

contribute to a more robust and reliable model. During verification, the quality of the 

captured sample plays a vital role in determining the accuracy of the authentication process. 

Factors such as sensor precision, environmental conditions, and user cooperation can 

influence the quality of the captured sample and, consequently, the overall performance of 

the system. 

Feature extraction and data preprocessing  
Keystroke dynamics analysis involves the extraction and analysis of various features 

derived from recorded keystroke data [12].  

Raw features 

Recorded keystroke data, namely, key-press time and key-release time for each key.  

First order features: 

The most commonly extracted characteristics are local or first order features, which are 

calculated by subtracting timing values. Duration refers to the length of time a key is 

pressed. For a given key "i", it is determined using the following formula [12]: 

duration = time when event = RELEASE - time when event = PRESS 

We then obtain a timing vector, also known as PR in literature, which contains the duration 

of each key press in the order they were pressed. For all "i" where 1 ≤ i ≤ n, PR(i) represents 

the duration of the "i-th" key press. 

There are different types of latencies that can be utilized, which are computed by 

calculating the time differences between two key events. 
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PP Latency: This refers to the time difference between the pressing of each key. It is 
obtained using the following equation [12]: 

For all "i" where 1 ≤ i < n, PP(i) = time when (i+1)-th event = PRESS - time when i-th event 

= PRESS 

RR Latency: This represents the time difference between the release of each key. It is 

calculated using the following equation: 

For all "i" where 1 ≤ i < n, RR(i) = time when (i+1)-th event = RELEASE - time when i-th event 

= RELEASE 

RP Latency: This indicates the time difference between the release of one key and the 

pressing of the next key. It can be obtained using the following equation: 

For all "i" where 1 ≤ i < n, RP(i) = time when (i+1)-th event = PRESS - time when i-th event 

= RELEASE 

Another frequently encountered concept in the literature is the notion of a digraph. A 

digraph represents the time required to press two keys sequentially. The digraph features 

D of a password are computed as follows: 

For all "i" where 1 ≤ i < n, Di = time when (i+1)-th event = RELEASE - time when i-th event 

= PRESS. 

Second order features: 

Some characteristics are not directly extracted from the raw biometric data, but rather 

derived from the first order features. 

Minimum/maximum: This involves determining the minimum and maximum values for 

each type of data (latency and duration). 

Mean/standard deviation: This entails calculating the average value and the standard 

deviation for each type of data (latency and duration). 

Slope: By examining the slope of the biometric sample, we are interested in the overall 

pattern of typing. We expect that users maintain a consistent typing style even if their speed 

may vary. The new set of features is computed as follows: 

For all "i" where 1 ≤ i < n, result(i) = source(i+1) - source(i) (8) 

Spectral information: A discrete wavelet transformation can be applied to the originally 

extracted features. All the operations are performed on the data that has undergone wavelet 

transformation. 
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Figure 1. Correlation heatmap among features  
 

 

Table 1. First few correlations among features 

Features A Features B Correlation score 

press-12 release-12 0.999361 

PP-mean release-12 0.999361 

RR-mean release-12 0.999228 

release-7 press-7 0.998849 

release-11 press-11 0.998824 

release-9 press-9 0.99882 

PP-mean RR-mean 0.998753 
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Figure 1 shows the correlation heatmap among features. The provided data in table 1 shows 

a set of correlation scores.  The "press-12" and "release-12" have a correlation score of 

0.999361, suggesting a very strong positive correlation between them. Similarly, in the 

second row, "PP-mean" and "release-12" also have a correlation score of 0.999361, 

indicating a strong positive correlation between these two features.  "RR-mean" and 

"release-12" have a correlation score of 0.999228, which is also very high. This indicates 

a strong positive correlation between these features, meaning that they tend to vary together 

in a similar pattern. 

We also observe high correlation scores between "release-7" and "press-7," "release-11" 

and "press-11," and "release-9" and "press-9," respectively. All three pairs have scores 

above 0.9988, indicating a strong positive correlation. This suggests that when one feature 

is released, the corresponding feature is likely to be pressed. "PP-mean" and "RR-mean" 

have a correlation score of 0.998753, indicating a strong positive correlation.  

Figure 2. Keystrokes behavior for 2 randomly selected users 
 

 

 

 

To preprocess our continuous data and convert it into discrete values, we utilized a 

technique called binning or discretization. This process involves dividing the range of 
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continuous feature values into distinct intervals or bins and assigning discrete labels to each 

bin. By doing so, we can simplify the representation of our data and make it more suitable 

for certain algorithms. Keystroke behaviors of two randomly selected (user 10, and user 

20) are shown in figure 2.  

For the binning process, we employed a specific algorithm called KBinsDiscretizer. This 

algorithm is designed to perform the discretization task effectively. It takes the continuous 

features as input and outputs discrete values that fall within the range of [0, numBins), 

where numBins represents the number of bins or intervals we want to create. 

Once we obtained the discrete representations of our features using KBinsDiscretizer, we 

proceeded to split our data into two sets: the training dataset and the validation dataset. 

This division is crucial for evaluating the performance of classifiers or predictive models. 

To maintain the integrity of the data distribution while splitting, we employed stratified 

sampling. This sampling technique ensures that the class distribution in both the training 

and validation datasets is representative of the original dataset. In our case, we allocated 

80% of the data to the training dataset and the remaining 20% to the validation dataset. 

This division allows us to train our classifiers on a substantial portion of the data while 

reserving a separate subset for assessing their performance. 

Classification methods 
Decision trees are used to make predictions and decisions by creating a hierarchical 

structure of rules and conditions [13], [14]. They work by partitioning the input data based 

on various features and attributes, recursively splitting the dataset into smaller subsets at 

each node. These splits are determined by evaluating the significance of different features 

in terms of their ability to separate the data and make accurate predictions. The decision 

tree algorithm aims to maximize the information gain at each step, selecting the most 

informative feature to split the data [15]. This process continues until a termination 

condition is met, such as reaching a predefined depth or achieving a minimum number of 

samples in each leaf node. Decision trees excel at handling both numerical and categorical 

data, providing interpretable and explainable models. However, they are prone to 

overfitting when the tree becomes too deep or when the dataset contains noisy or irrelevant 

features [16], [17]. 

Random forests, on the other hand, are a powerful ensemble method that leverages decision 

trees to improve prediction accuracy and reduce overfitting. In random forests, multiple 

decision trees are built independently using different subsets of the training data and a 

random selection of features. Each tree in the forest is constructed by sampling the training 

data with replacement, a process known as bootstrap aggregating or bagging. By creating 

a diverse set of trees that are trained on different subsets of data, random forests promote 

robustness and generalize well to unseen examples [18]. Additionally, at each split in a 

decision tree, only a subset of randomly chosen features is considered, further adding to 

the diversity of the forest [19]. The final prediction of a random forest is obtained by 

aggregating the predictions of individual trees, either through majority voting in 

classification tasks or averaging in regression problems [15]. 

XGBoost, short for Extreme Gradient Boosting, is a highly sophisticated and powerful 

machine learning algorithm that belongs to the family of gradient boosting methods [20], 

[21]. It excels in solving complex prediction and regression problems by creating an 
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ensemble of weak learners, typically decision trees, and iteratively optimizing their 

performance. XGBoost combines the strengths of gradient boosting with several 

innovative techniques to achieve exceptional accuracy and efficiency. At its core, XGBoost 

utilizes gradient descent to iteratively train a sequence of decision trees. Each subsequent 

tree is built to correct the errors or residuals made by the previous trees, with a focus on 

minimizing a specific loss function. The algorithm assigns higher weights to the 

misclassified samples, enabling subsequent trees to prioritize their correct classification. 

XGBoost provides flexible options for different loss functions, allowing users to tailor the 

algorithm to specific tasks such as binary classification, multiclass classification, and 

regression [22], [23]. 

R-square measures the proportion of the total variance in the dependent variable that can 

be explained by the independent variables in the model The R-square value is calculated 

by dividing the sum of squares of the regression (explained variance) by the total sum of 

squares (total variance) . A higher R-square value suggests a better fit of the model to the 

data. Root Mean Squared Error (RMSE) is a commonly used evaluation metric in 

regression analysis. It measures the average magnitude of the residuals or errors between 

the predicted values and the actual values in a regression model. RMSE provides a measure 

of the model's accuracy in predicting the dependent variable. To calculate RMSE, the 

squared differences between the predicted and actual values are averaged, and then the 

square root is taken to obtain the final value. RMSE is preferred over mean absolute error 

(MAE) because it penalizes larger errors more heavily, making it more sensitive to outliers. 

A lower RMSE value indicates better predictive performance, as it reflects smaller 

prediction errors. 

Results and discussion  
We calculated R-square and RMSE to evaluate The Decision Tree, Random Forest, and 

XGBoost. The first, second, third, and fourth stages of of our calculations involved 

selecting raw features, first order features, second order features, and combination of 1st 

and 2nd order features. As can be seen in table 2, The Decision Tree model has a low R 

Squared value of 0.191268249, indicating that it explains only 19.13% of the variance in 

the data. The RMSE value of 24.66102748 suggests that the model's predictions have a 

relatively high average error. The Random Forest model performs better than the Decision 

Tree model, with an improved R Squared value of 0.442148767. The RMSE value of 

20.48179991 is lower than that of the Decision Tree model, indicating better prediction 

accuracy. The XGBoost model demonstrates the best performance among the three models, 

with a higher R Squared value of 0.658448994 and a lower RMSE value of 16.02642683. 

This indicates that the XGBoost model explains a larger portion of the variance in the data 

and provides more accurate predictions compared to the other two models. 
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Table 2. ML methods using raw features 

Decision Tree (DT) 

R Squared RMSE 

0.191268 24.66103 

Random Forest (RF) 

R Squared RMSE 

0.442149 20.4818 

XGBoost 

R Squared RMSE 

0.658449 16.02643 

 

Table 3. ML methods using 1st order 
features 

Decision Tree (DT) 

R Squared RMSE 

0.448076 20.37271 

Random Forest (RF) 

R Squared RMSE 

0.634719 16.57382 

XGBoost 

R Squared RMSE 

0.857663 10.3459 

 

Table 3 reports the results using first order features. The Decision Tree model shows an 

improved performance compared to the raw features. The R Squared value is now 

0.448075651, indicating that the model explains approximately 44.81% of the variance in 

the data. The RMSE value of 20.37270503 suggests a lower average prediction error 

compared to the raw features model. The Random Forest model performs even better than 

the Decision Tree model for the 1st order features. The R Squared value increases to 

0.634718882, indicating that the model explains approximately 63.47% of the variance in 

the data. The RMSE value decreases to 16.57381672, suggesting improved prediction 

accuracy compared to both the raw features and the Decision Tree model. 

The XGBoost model shows the highest performance among the three models for the 1st 

order features. The R Squared value is significantly higher at 0.857662784, indicating that 

the model explains approximately 85.77% of the variance in the data. The RMSE value 

decreases to 10.34589707, indicating the highest level of prediction accuracy among the 

three models. 
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Table 3. ML methods using 2nd order features 

Decision Tree (DT) 

R Squared RMSE 

0.235309 23.98015 

Random Forest (RF) 

R Squared RMSE 

0.480075 19.77331 

XGBoost 

R Squared RMSE 

0.634512 16.57851 

 

The Decision Tree model shows a moderate improvement compared to the raw features. 

The R Squared value is now 0.23530877, indicating that the model explains approximately 

23.53% of the variance in the data. The RMSE value of 23.98015439 suggests a lower 

average prediction error compared to the raw features model, but still relatively high. The 

Random Forest model performs better than the Decision Tree model for the 2nd order 

features. The R Squared value increases to 0.480074759, indicating that the model explains 

approximately 48.01% of the variance in the data. The RMSE value decreases to 

19.77330983, suggesting improved prediction accuracy compared to both the raw features 

and the Decision Tree model. 

The XGBoost model shows further improvement compared to both the Decision Tree and 

Random Forest models for the 2nd order features. The R Squared value increases to 

0.634512005, indicating that the model explains approximately 63.45% of the variance in 

the data. The RMSE value decreases to 16.57850935, indicating improved prediction 

accuracy compared to both the raw features and the Decision Tree model. 

 

Table 4. 1st and 2nd order features combined 

Decision Tree (DT) 

R Squared RMSE 

0.480283 19.76936 

Random Forest (RF) 

R Squared RMSE 

0.629492 16.69198 

XGBoost 

R Squared RMSE 

0.900191 8.663524 

 

The Decision Tree model shows improved performance compared to both the raw features 

and the 2nd order features as can be seen table 4 and figure 3. The R Squared value is now 

0.480282502, indicating that the model explains approximately 48.03% of the variance in 

the data. The RMSE value of 19.76935908 suggests a lower average prediction error 

compared to both the raw features and the 2nd order features. The Random Forest model 
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performs better than the Decision Tree model for the combined 1st and 2nd order features. 

The R Squared value increases to 0.629491582, indicating that the model explains 

approximately 62.95% of the variance in the data. The RMSE value decreases to 

16.69198402, suggesting improved prediction accuracy compared to both the raw features, 

the 1st order features, and the 2nd order features. 

The XGBoost model shows the highest performance among the three models for the 

combined 1st and 2nd order features. The R Squared value is significantly higher at 

0.900190624, indicating that the model explains approximately 90.02% of the variance in 

the data. The RMSE value decreases to 8.663524149, indicating the highest level of 

prediction accuracy among the three models for this feature combination. 

Figure 3. Decision trees for first order features (left) and second order features (right) 

  

 

The raw features consist of recorded keystroke data, including the key-press time and key-

release time for each key. These features provide the fundamental timing information of 

the key events. However, they might lack higher-level patterns and relationships that can 

be captured by more derived features. The first order features are derived from the raw data 

by calculating durations and latencies between key events. Durations represent the length 

of time a key is pressed, while latencies capture the time differences between key events. 

These features provide local characteristics of typing behavior and can capture individual 

key press patterns. The second order features are derived from the first order features and 

provide additional insights into typing behavior. Minimum and maximum values indicate 

the range of durations and latencies, while mean and standard deviation provide 

information about the average and variability of these timing measures. Slope features 

capture the overall pattern of typing, focusing on consistency in typing style. Spectral 

information, obtained through wavelet transformation, can reveal frequency components 

and further characterize the typing behavior. 

The incorporation of first and second order features allows the models to capture more 

nuanced patterns and relationships in the keystroke data. While Decision Trees provide a 

baseline, Random Forest and XGBoost demonstrate superior performance due to their 
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ability to capture complex relationships. XGBoost, in particular, excels in leveraging the 

combined information from all the features, resulting in the highest level of explanatory 

power and prediction accuracy. 

Conclusion  
There is a growing need for robust and reliable user authentication methods in various 

domains, including computer systems, mobile devices, and online platforms. Traditional 

authentication methods such as passwords and PINs have limitations in terms of security 

and user convenience. Keystroke dynamics offer a potential solution by leveraging unique 

typing patterns inherent to individuals. 

This research contributes to the field of keystroke dynamics by providing insights into the 

effectiveness of different feature extraction techniques and machine learning models for 

user authentication. The findings underscore the potential of keystroke dynamics as a 

reliable biometric authentication method and can inform the development of more robust 

and secure authentication systems in various domains. 

One of the main limitations of this study is the size and composition of the dataset. 

Although it contains keystroke data from 50 users attempting to enter the string 'Restaurant' 

seven times, the relatively small number of users and repetitions may not fully capture the 

diversity and complexity of real-world typing behavior. A larger and more diverse dataset 

would provide a more comprehensive understanding of keystroke dynamics and potentially 

yield more accurate and reliable results. 

The study was conducted under controlled conditions, where users were specifically 

instructed to enter the predefined string. This controlled environment may not fully 

represent real-world typing scenarios, where users interact with various applications and 

encounter different typing challenges. The study's findings might not generalize well to 

real-world settings, where typing patterns can be influenced by factors such as distractions, 

time pressure, or device variations. While these models demonstrated promising 

performance, their generalization to other datasets and real-world scenarios should be 

approached with caution. Different datasets with distinct characteristics and varying user 

populations might yield different model performance. Further evaluation and validation of 

the models on external datasets would strengthen the study's findings and establish the 

robustness of the proposed approach.  

This study focused on analyzing keystroke dynamics for user authentication, assuming that 

individuals maintain consistent typing patterns over time. However, individual typing 

behavior can vary due to various factors such as physical and cognitive conditions, 

emotional states, or external influences. The study did not address the potential impact of 

user variability on authentication performance. Understanding the extent of user variability 

and its implications for keystroke dynamics-based authentication systems is an important 

aspect that should be considered in future research. 
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